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PCPs of Proximity

In o PCP of proximity (PCPP) for a relotion R the verifier receives:

m \
e «

Px,w) A N

* an instance X
* query occess to o candidate witness w

* query access +o o PCP s+kin3 ™
[iF x¥L(R) then RIx1=¢

GoaL: convince the verifier that w is close to some volid witness in RIx1:={w|(xw)eR},

def: (PV) is a PCPP system for a relation R with proximity parameter ¢ if -

@ c,omPle’re.nQSS: v (X,W)e R -El' I:\/W/Tr(x) =| l e P(X,W) ] z |- €.

@ ?roxim'd-y soundness: M (xw) if A(w,R[x])z& then ¥ ﬁ Pr [VW'W(X)zl I T« ’FS' ]S Es.

Equivalently:
A(w,RIx1) 2§ » V7 Pr—[V""ﬁ(x)ﬂ]sss

convention Alw,g):=1
We constrvet PCPRs in two regimes,

theotem: ¥ §>0 QESAT (F,) € PePP [ &=0, €= Y2, T={o,Y, L=exp(n), q=0(%), r=poly(n), d ]

theorem: ¥ $>0 QESAT (F,) € PePP [ €= o0, €s=Y2, T={0,}, £=poly(n), q= Polygoaﬂ ,r=0(logn) § ]

Hete QESAT(E) is the Reuation. {((p,.,pm),0) | pre,pm€ F°0xy xn], 0 [R]2F, pil0)== pm(a)= 0 }



Easy: from PCPP to PCP

lemmox : For every Proximﬂ'y Pamme‘l‘er 5 ,

RePepplee s, 2, 0,q,r,6] — PcPlecs s £'=mitl q,r ]

proof: |eot (Px,Vex) be the PCPP for R, We construct the PCP (PV) for R as follows.

P(x,w) m=(L_w T

/

| . Compute proximity proof: T :=P.(xw),
P P imiTy POD P P v“'(x) CheCK 'H'\Oj. VP":ITrI’x (X)='.
2, Ovtpot Ti=(w,mx),

ComP\e’rtheSS: VixweR Pr[VTx)=1|TePxw)]= P [V;:w"‘(X) =1 | My ﬁ.x(X,W)] 21-€,

Soundness: ¥ xgL(R), all candidate witnesses are far from RIx1=¢:

Vu Al RID=A0w,p)=128 = ¥F=(wF) B[VK1]= B[V =1]ce;

Thus PCPPs are //Si'ronger“ than PCPs (albeit PCPPs are about proximity rather Hhan satisfiability),

The extro power is when xeL(R): the PCPP verifier rejects whp. if the given w is far from RIx],

- We expect to. worK ot least as hatd +o construct PCPPs as we did for PCPs .



Harder: from PCP to PCPP [1/2]

RecyclE: we modi?y certain PCPs  into corresponding PCPPs (for the same rejation) |

Our recipe fo construct PCPs  has been to set T =(T, T, ) where
O T is (allegedly) o valid encoding of some witness (Jw : 1T.,=Enc(w))/
@ £ T, is close Yo Enc(w) {301— some w Ty facilitates checking that w is satistying.

The soundness analyses for these PcPs in fact tell wus someH\ina obovt the encoded assignment ;

if V%’ﬁ“*)(x):l with large enough Frolmbil'\i'y then T, is close to Enclw) with (x,w)eR |

This motivates the following special property:

def: A PcP (P, V..) is (Enc, &, ds) - special if:

PcP, "pep
* ¥(xw)eR, e (x,wW) ovtputs & PCP string T of the form (Enc(w),Trsq+)/

¥ x ¥R ) BIWG ™ W)t = 1T REK): AR Eel@s s,



Harder: from PCP to PCPP [2/2]

def: A Pcp (P?cmvpcr) is (Enc, Es,cfs)'SPQc'\a\ if s
* ¥(xw)eR, Per (x,w) ovtputs & PCP string T of the form (Enc(w),Trsq,»)/

(ﬁﬁ [1?““‘)

o ¥x ¥ 7=, ) BlVeer =106 = I%eRI): AT, Encl@)< S

TIntvition for PCPP constructions:

V wl (1‘-0 JTFSM') (X)

|, Check that Vpee™ ™ (x)= 1.
2. Test thot Enc'(Mo)=w .

Suppose thot A(w,R[x1) > .

If P\'[Vgl:'ww) (X)=\1\<€s then we are done.

I B[VE™) =156 then 3ReRE) AR, EncieS;

HQhCQl Alw,&) 24 and A(T'Fo,Enc(ﬁ))$€fs . PQH\QPS there is Bope for a test for ”Enc"('ﬂ'o)=w\\ /

LIDEA: yse LocaL Decoping of Enc on To (x Enc(@)) +o compore W and W .



PCPPs from Local Decoders [1/2]

a PCP for R thot uyses an encoding Enc

° ients .
We construct o PCPP for R from two ingredients {a local decoder for Enc

def: D is o local decoder® for Enc with decoding radivs §, ond decoding error €, i
O ¥ o Yieln] B[ @)=a; ]=1
@ it § is 4,-close fo Encla) then ¥ieln] Pr[D{: () +a; ]QELD

lemma: Suppose that R € pepl e, (Bne,&5,6), Z 2,q,t].
TIf Enc has o local decoder with decoclins radivs d,,2d. ond error &, then ¥EeN

¥§20 Re PCFP[EC, ed=mox{eg,(1-(1-€)0) ), 2,4, q' = qrt-qu, F=r+t. (|o%m+ru,),g],
—_— | l/€ &)

<& for | = o(_°‘A_
Below is the construction of +he PCPP.

(=€ o)

P (x,w) v 4 (T Tsat)
| Compute (T, Wat):= FI’CP (x,w) | ChecK that Vl,q,w“v‘“") (x)= 1.
2. OV+PV+ Tl'f& = (-“—o,TrSw\' ) 2’ SO\W\PIQ i|,..., i’l: € [lWI ]

3, Check that Vjelt) DT°(i;,)=Wa3.

® Compart with o local corrector C: @ ¥o ¥i B[ (i)= Enclo)]=1
@ 'p |S é-Lc__Close +O EnC(Q) - Vl P\'[C_'F (\)"f" Enc(‘\)'\] < ELc

Enc(a)



PCPPs from Local Decoders [2/2]

P (x,w) v Y (ToMsat) (o
|. Compute (T, Tat):= Frcp (x,W). | Check +hat VPC,}'“'W“'”"’ (x)= .
2. Ovutput i = (T, st ). 2, SamP|Q I, ., by € CIwl].

3. Check that Wieltl D'(ij)=w.

Com_fz‘e+enQ$S: S\/ppose that (X,w)é R. Then fr[quSm"‘r s"")(><)=\]>,|-.gc {fo\— (T, Msat) := Pm, (x,w).

Since T =Encw), ¥ietm] B[D™ (D=wil=1 Hence BIV"™™w=1]3 ¢

Soundness:  Suppose that w is &-far from R[x]. Fix o proximity proof o= (T Tear).
1 Pr[\/g”ﬁ“) ()=1 ] ¢ & then we are done. So suppose that Pr[V;ZE’fW)(X)'-'\-.bSS.
Since Vpep i (Enc,&s,8)-special, T, is §s-close o Enc(®@) for some ®e RIx]

Since ds s, Yielwl & [Dﬁ ()= ]2 1-¢,.

Since W is d-far from RIx], w is d-far from WeRX) so B lwiz W, 12d.

Hence B [ D™ (V¢ wi] > Fif D" (V=i AWi# ¥ ]2 (1-€0)-d

Therefore £ 5, [ ¥jelel: D™ (i)=wi < (1= (1-€.)-d )¢

We conclude that Pr[V“’(ﬁ'T?;“)(x)ﬂ] ¢ mox$€e (1-(1-8.)d)}



Exponential-Size Constant-Query PCPP

We constructed o Pc? for QESAT (F) with P\'°°'F \ehs-\-h exp(n) and query complexi‘l'y o1,

theorem: QESAT (F) € PeP[ €c=0, €s= Y2, T={0}, L= exp(n), q=0(1), r=poly(n ]

The encoding vnde\—l\/'mg this PCP i LinNeAR EXTENSIONS:
Enc: F'— ﬂ:ﬂ:“ where Enc(o\)zz{<x,a>}nfﬂ,

The coundness analysis shows that, ¥ ds < 4-(1-15) , the PCP is (&=00), d¢, Ene)- special.

Moreover Enc has o local decoder:

D'F(ﬂ = ), Scmplc h,., efF". directly extends to o local corrector:

2, Quary § ot {e.‘*'ri\}jem\’ {ri\}i\ﬁlit) . plotality e rg £ H08+) - £ ()]

3. Output pluralityer { £ (@) - §(9) ).

corrects location ¥c -

l
IF § is Go-close fo Encla) then B[ DF(i)#ai) < oxp (- (1-28)- )< €, for t=o(:—i%%).

We opply +He PCPP lemma to this PCP and local deceder 1o obtain this result:

theorem: ¥ $>0 QESAT (F) € PP [ €c=0, €s=Ya, T={o)}, L=exp(n), = 0(%), r=poly(n), § ]




Polynomial-Size Polylog-Query PCPP

We constructed a PCP for QESAT () with Proo¥ length  poly(n) and query complexity poly(logn).

theorem: QESAT ([ﬁ) € Pcp [ €.=0, E¢= '/z,, Z={o/)}/ Z:de(n)/ q= Poly(loan), F= O(loan)]

The encoding unde\—l\/ma this PCP i< |low-Drgree ExTENSIONS :

quququ

Enc: F"= FT where Enc(a):="(F,H, k= )_oxtension of o"

% /lqll-ll
Th d ' that ¥ de<+(-3), +h (&=00) & |,
¢ coundness analysis shows that, ¥ O < 5 (-5 e PCP is (&=001), s, Enc)- specia
Moreover Enc has o local decoder : e
/ Here ‘¢; is i-th point in H™
. n and )q,...,)\d \€F are distind and #0, directly extends “to "o local - corrector:
D‘t( i) = |, SamPle h,. Rk e faﬁ. - {Gog Kva),., (0, Fa D)

|ogn
corrects location Ve fF'_’ﬁ“_'

2. For j=Y-t query f ot {e-.+x.|—3,...,e+ anl 4}
3. For j=,.,t: let p) be the interpolotion of {(ehig,Hewhny),.., (i), Flethsur) ).
4. Ovutput plurality, - {p(}.

\
I{ § is (o-close to Encla) then ?r[D{:(i)#O'\‘k xp (= (1-td)-010) - E) ¢ €., for E=O(%}.

We opply +Hhe PCPP lemmo to this PCP and local deceder to obfain this result:

theotem: ¥ $>0 QESAT () € Pepp [ &c=0, €s=Y2, T={o)}, L=poly(n), q= QO'YQDS“) ,r=0(logn), 4 ]



Robustness and Proximity [1/2]

In the proof of the PCP Theorem vio proof composition we also need o PCPP thot is robust,

Theotem: ¥ £ 0 QESAT () € PepP[€c=0,€¢= Yy, T={o,} L= poly(n), Q= PO'ygva'\) ,F=0(logn), § T= Q.1 ]

We hove seen how fo separately achieve robust PCPs and PcPs of proximity :
* robust PCP « RosusTiFicaTion (Query BunoLing(Pcp))
« PCP of proximity < Enc-special PCP + local decoder for Enc

EE™E Qgul2)

T\’*=(I [ TTTTTTTI I,(I [ 1] I)ge%ﬂr,(éﬁ)a[beﬁ”)
VE

Suppose that the PCP (PV) is (Enc,s,&) - special .
Ve*(x)

|. Sample geforY, YeFrlal, ve "
2. Read ageflz] and §(Qul(¥)) .
The robust soundness analysis estoblishes that (Py,Vy) has 2. Check that Ge(¥) = FlQpt®)) .

robustness ¢=uL(1) and ALso that (P, V) is (Enc, &', ds') - special for U Gis ane Wrpgnl oo

onswering -th query with gl .

Consider the robust PCP (R, ):= RosusTiricaTion (QueryBunoLivg ( (PV))).

* Enc':= LDElF,I'l,M ° Enc 5. Somple a,be F" and peff
® gs‘ = mQX {ELPT(S), |- (|-£S)° (‘_ ?':;'-H; _ 8)} th ChQCk 'H\Q‘l— ‘F(Os’k'\'b)': Qc\,b(ﬂ).
o ' = minfl qmHI

ds = MIn{i‘(l' m) / ds } .

Q: whot if we construct o PCPP via o local decoder for Enc'?

10



Robustness and Proximity [2/2]

Recall the definition of o robust PCPP
We consider non-adaeptive verifiers : VW'W(X;S) =P(§(X,Io),(w,ﬂ)[?(x,3)]) .

decision -stare query
algorithm olgorithm algotithwm

DeSine R(V):= {(s,0)] se Slke)n € TP AD(s,a)=1} and RW)s):={al(s,a)e RW}

P\—oximH-y Faromei-er d

def: (PV) i1s a PCPP sgystem for a relation R with 2 robustness parameter o if :

(@ completeness: ¥ (xw)eR _Er[\/w'"-(x)zl ‘ T« Plxw) ] 2 1-¢, .

(@ soundmess: M (xw) if A(w,R[x])zc( then ¥ I:r[ A((w/?’r)[&(x,g)]/ R(V)[S'(X,g)])éf] < €,

ProLEM: the local decoder for (FF,mH)-extensions is NoT robust.

The local view of the local decoder consists of E-(d+) valves: ((Re‘*""?\),wF(e'*’\a«".i)))jettl°

It soffices to change b of these (a d—‘“—-:o(l) fraction) to change the local decoder's output.

E.q. one can change ({(eii-)\.lf‘))jem to consistently change (pj(o))th] ,and thus P'”r“\i+ng[b]{P&(°)}-

11



PCPPs from Decoding Consistency Tests [1/2]

o PCP for R thot uses an encoding Enc
0. decoding consistency test for Enc

We construct o PCPP for R from two ingredients: {

def: (BW) is o decoding consistency test for Enc with decoding rodivs &, and decoding ertor &, it:
O ¥ o BLVE™ 2| e (o) ]=1,
® Y63az A28 A AGEE)sd, — ¥F BLWo™-1]se8).

P (x,w)
| Compute (T, Tsat):= Frep (x,W).
2. Compute T, =B (w,To), . Check that \/,,C“'”"“"’( )= 1.

,Tl'o Trp

V“' (1‘-0 Ski'-n-b ( )

3, Output  Tpx = (T, Toat, T ). 2, Check that V,

lemmo.; Suppose. that (Prep Voep) i (Enc, &,ds) - special and (P, Vo) is o decoding consistency test

with decoding rodivs d,>dg and decoding error &, |
Then ¥§>0 (PV) is o PCPP for R with Proximﬁy Pamme’rer d and soundness error maxfEs,Sp(S)}.

Note: A local decoder D for Enc directly implies  a. decoding consistency test (RV) for Enc.

In this case, +he above
PCPP is the PCPP based

on D from before.

P(a,Enc(@):= L VDQ'C’L := 1, Sample iy, i.eDian, do:= 4,
2. Check thot \‘Jett] D (l) = Qj;, Ep(8):=(1-Q1- -£0)§)

(+he Prooﬁ T, is emp+y)
12



PCPPs from Decoding Consistency Tests [2/2]

P (x,w)

| Compute (T, Tat):= Prep (x,W). VY "’w‘*«*f""’(x)

2. Compui‘e T = B, (w, o) . ~ Check  that V,,CW°W”*)( )= 1.
3, Ovtput T = (T, Tear, T ). 2. Check Hhot V™™ =)

Completeness: Suppose that (xw)€R. Then J?r[ Veee (T ¥ s"')(x)-\]? -& for (. Teat):= Peep (x,0).

Since T =Ene) ¥ietm] B[V ™™=1]=1. Hence B [V*™™™=1]5 1.

Soundness:  Suppose that w is &-far from RIX]. Fix o proximdy proof = (T T, T, ).

I¢ B[ V;Z‘,”FW) (=1 } ¢ & then we are done. So suppose that B[ V:,ZE’WW) (x)=1 )5 ¢ .

Since Vpep is (Enc,s,85)-special, T, is s-close fo Enc(®) for some We RIx]
Since W is d-far from RIx] w is d-far Prom WeRIx].

Since s <6, fr[Vw'ﬁ"’ﬁﬂ]s £,(8).

We conclude H\oi- B [V oot ®) 1 ] ¢ max €5, £,(5)]

OBSERVATION . if (P ,Vm) hos robustness porameter ., and (P,,Vs) has robustness parameter a3

then (PV) has robustness parameter o :=min{c., @ }.
13



Deciding Consistency Test with Robustness

We are left to construct o decoding consistency test for (IFH,m)-extensions with robystness ¢:=ub(1),

Toea:  apply "besPoKe“ robustification to the local decoder for (FH m)-extensions,

VQ,C,].
D

|, Sample i, i.€[a] and K,.heF™
2. For every jeLE]: - query ¢ on the line f;i,r(%):= (-3 2r,
o inferpolate  {( (1-%)-iga-r,c((1-2) it A ) }mF\{O} to obtain & polynomial p.(2).
* check that  deg(p;) < m-(Hi-1)
* check thot p;l0) =a .
Soundness: Svﬂaose Hot 3& st AWBE) 28 ond A Enc(@)) <d; |

Fix i st @i#a;. To maKe a local view accepting one must chohse. a; or change c|€,‘r to

o polynomia\ (of deg\'ee <m-(IHI-l)) other than Enc(?-')|¢i’r. Since ﬁi,r is & random line H\rouak L,

¥ A e F\{o} 1.],..0) is random in F" . Since A(E,Enc(a'))~<&> , Er[A(a'fi,r\{ﬁl Enc(&),ﬁ'r\m)b-"’—]?I-ééb,
Hence, wp 21-4dy, if Zlp gy hos degree <m-(iHi-1) Hhen aﬁi,r\iﬁsEM(w,Q;‘.\m-

Overall wp. > 6-(1-440)=(§) = either must change @i or a constant fraction of the read line.



